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Deploying and Managing Apama Applications describes how to deploy components with Software
AG Command Central, how to deploy and manage queries, and how to deploy Apama applications
using Docker and Kubernetes. It also provides information for improving Apama application
performance by using multiple correlators, for managing and monitoring Apama components

over REST (Representational State Transfer), and for using correlator utilities and configuration
files.

Documentation roadmap

Apama provides documentation in the following formats:

»  HTML (available from both the documentation website and the doc folder of the Apama
installation)

m  PDF (available from the documentation website)
®  Eclipse help (accessible from Software AG Designer)
You can access the HTML documentation on your machine after Apama has been installed:

®  Windows. Select Start > All Programs > Software AG >Tools > Apama n.n > Apama
Documentation n.n. Note that Software AG is the default group name that can be changed
during the installation.

= UNIX. Display the index.html file, which is in the doc/apama-onlinehelp directory of your
Apama installation directory.

The following guides are available:

Title Description

Release Notes Describes new features and changes introduced with the current
Apama release as well as earlier releases.

Installing Apama Summarizes all important installation information and is
intended for use with other Software AG installation guides
such as Using Software AG Installer.

Introduction to Apama Provides a high-level overview of Apama, describes the Apama
architecture, discusses Apama concepts and introduces Software
AG Designer, which is the main development tool for Apama.

Using Apama with Software AG ~ Explains how to develop Apama applications in Software AG
Designer Designer, which is an Eclipse-based integrated development
environment.

Developing Apama Applications ~ Describes the different technologies for developing Apama
applications: EPL monitors, Apama queries, and Java. You can
use one or several of these technologies to implement a single
Apama application. In addition, there are C++ and Java APIs
for developing components that plug in to a correlator. You can
use these components from EPL.
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Title Description

Connecting Apama Applications to Describes how to connect Apama applications to any event data

External Components source, database, messaging infrastructure, or application.
Building and Using Apama Describes how to build and use an Apama dashboard, which
Dashboards provides the ability to view and interact with DataViews. An

Apama project typically uses one or more dashboards, which
are created in the Dashboard Builder. The Dashboard Viewer
provides the ability to use dashboards created in the Dashboard
Builder. Dashboards can also be deployed as simple web pages.
Deployed dashboards connect to one or more correlators by
means of a dashboard data server or display server.

Deploying and Managing Apama Describes how to deploy components with Software AG

Applications Command Central, how to deploy and manage queries, and
how to deploy Apama applications using Docker and
Kubernetes. It also provides information for improving Apama
application performance by using multiple correlators, for
managing and monitoring Apama components over REST
(Representational State Transfer), and for using correlator
utilities and configuration files.

In addition to the above guides, Apama also provides the following API reference information:
m  API Reference for EPL (ApamaDoc)

m  API Reference for Java (Javadoc)

m  API Reference for C++ (Doxygen)

m  API Reference for NET

m  API Reference for Python

m  API Reference for Component Management REST APIs

Online Information and Support

Software AG Documentation Website

You can find documentation on the Software AG Documentation website at https://
documentation.softwareag.com.

Software AG Empower Product Support Website

If you do not yet have an account for Empower, send an email to empower@softwareag.com with
your name, company, and company email address and request an account.
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Once you have an account, you can open Support Incidents online via the eService section of
Empower at https://empower.softwareag.com/.

You can find product information on the Software AG Empower Product Support website at
https://empower.softwareag.com.

To submit feature/enhancement requests, get information about product availability, and download
products, go to Products.

To get information about fixes and to read early warnings, technical papers, and knowledge base
articles, go to the Knowledge Center.

If you have any questions, you can find a local or toll-free number for your country in our Global
Support Contact Directory at https://empower.softwareag.com/public_directory.aspx and give us
a call.

Software AG Tech Community

You can find documentation and other technical information on the Software AG Tech Community
website at https://techcommunity.softwareag.com. You can:

m  Access product documentation, if you have Tech Community credentials. If you do not, you
will need to register and specify "Documentation” as an area of interest.

m  Access articles, code samples, demos, and tutorials.

m  Use the online discussion forums, moderated by Software AG professionals, to ask questions,
discuss best practices, and learn how other customers are using Software AG technology.

m  Link to external websites that discuss open standards and web technology.

Data Protection

Software AG products provide functionality with respect to processing of personal data according
to the EU General Data Protection Regulation (GDPR). Where applicable, appropriate steps are
documented in the respective administration documentation.
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1 Security Requirements for Apama

Security model

The Apama security model for correlator and IAF components is that untrusted users must not
be given access to any related files or to send or receive data on any of the correlator or IAF network
ports. For dashboards, the same applies to the display server's management and data ports, and
the data server's management port - although the data server's data port might need to be exposed
to end-users if the thick Dashboard Viewer client is used. It is assumed that any user able to access
these files or ports is trusted and has permission to make arbitrary changes and read arbitrary
data. Such users are also permitted to inject arbitrary code into a correlator and execute it with
the permissions of the correlator process.

Security requirements

You must use standard operating system and network tools/configuration to restrict access to the
IAF and correlator components to only trusted users. For the dashboard servers, this applies except
to the data server's data port.

You must use standard operating system tools to restrict access to all configuration and data files
to only trusted users.

You must restrict access to changing the process environment when starting the server processes
to only trusted users.

You must not set the correlator, IAF or dashboard server logging to a level higher than INFO to
have all security-relevant events logged to the log files.

Setting the correlator, IAF or dashboard server logging to a level lower than INFO could include
security-sensitive information in the log files.

Remember to also fully configure all connected systems to perform adequate authentication and
authorization. Select connectivity plug-ins that support authentication and authorization where
possible, and make sure these settings are enabled. For example:

®  If using the Universal Messaging connectivity plug-in, set appropriate permissions on all
channels, and use authentication and a certification authority. For more information, see
"Configuring the connection to Universal Messaging (dynamicChainManagers)" in Connecting
Apama Applications to External Components.
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1 Security Requirements for Apama

m  If using the HTTP server connectivity plug-in, note that it exposes an additional port on the
correlator. If deployed in any context where access is not restricted to only trusted users, the
HTTP server connectivity plug-in must be configured to use TLS and HTTP basic authentication.
It should not be directly connected to the internet. If internet access is required, then the plug-in
must be deployed in a DMZ behind a reverse proxy such as Apache or Nginx. For more
information, see "Configuring the HTTP server transport" in Connecting Apama Applications to
External Components.

m  If using the HTTP client connectivity plug-in, configure it to use TLS and HTTP basic
authentication. For more information, see "Configuring the HTTP client transport" in Connecting
Apama Applications to External Components.

m  If using the MQTT connectivity plug-in, configure it to use SSL/TLS. For more information,
see "Configuring the connection to MQTT" in Connecting Apama Applications to External
Components.

® If using the Kafka connectivity plug-in, configure the Kafka clients to use SSL. For more
information, see "Configuring the connection to Kafka (dynamicChainManagers)" in Connecting
Apama Applications to External Components and the Kafka documentation at https://
katka.apache.org/.

m If using the Digital Event Services connectivity plug-in, see Using Digital Event Services to
Communicate between Software AG Products for information on how to use SSL with Digital
Event Services.

If components must connect across an untrusted network, then either use a standard overlay tool
such as a VPN or use a plug-in that supports TLS and authentication.

Important:
Ensure that you regularly install the latest Apama fixes, and keep your operating system fully
patched to ensure the latest security fixes are present.

Dashboards

For access from untrusted hosts, you should deploy your dashboards to the web server using the
display server deployment option. The dashboard server or display server processes should be
running behind a firewall, just like the correlators. When accessing the dashboard server by using
a standalone Dashboard Viewer outside the firewall, make sure to run the dashboard server with
the --ss1 option, which will ensure secure sockets for client communication using the data port.
You must also ensure that the management ports of both servers are not exposed to end users.

The following diagram depicts the recommended dashboard deployment options:
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Authentication for the display server is done via JAAS and your authentication mechanism of
choice.

Important:

You must customize your own JAAS modules. The out-of-the-box authentication/authorization
modules for dashboards cannot be used. This means that there is no authentication by default,
and the basic authorization mechanism is shipped. For details on how to configure your own
JAAS modules, see "Administering Dashboard Security" in Building and Using Apama Dashboards.

For a dashboard audit trail, you must load the Dashboard Support bundle into the correlator
processing audit events and handle the DashboardClientConnected and
DashboardClientDisconnected events, logging them in an appropriate manner.

Docker and Kubernetes

Both Docker and Kubernetes offer methods of passing secrets to the correlator. This can be used
to securely provide credentials to the correlator. For more information, see the corresponding
samples that are mentioned in “Apama samples for Docker” on page 82 and “Apama samples
for Kubernetes” on page 89.

Personal data

You need to secure log files, input logs and the persistence database, especially if they contain
personal data. On Windows, this would mean setting an inheritable Access Control List (ACL)
limiting read access to the contained files. On UNIX systems, this would involve restricting read
and execute permissions to only the owning user (that is, "700") and if possible also setting a umask
of 0077 on the correlator process to ensure files created by the correlator also have locked down
permissions.
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1 Security Requirements for Apama

See "Protecting Personal Data in Apama Applications" in Developing Apama Applications for
suggestions to help with identifying how personal data can be protected when building applications
on the Apama platform.
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About deploying components with Command Central

Software AG Command Central can be used to configure, deploy and monitor various Apama
components across multiple hosts. See “Deploying Apama Components with Command Central” on
page 19 for detailed information.

About deploying Apama applications with an Ant script

The recommended approach for script-based deployment of Apama is to use an Ant script, making
use of the Ant macro definitions provided in the apama-macros.xml file. You can find this file in
the etc directory of your Apama installation. See the comments in that file for more detailed
information about the available macros.

Software AG Designer has an Ant export wizard that can generate a simple Ant script for deploying
your Apama project. See "Exporting to a deployment script" in Using Apama with Software AG
Designer for more information.

Instead of using Ant to inject the EPL, you can also do this using a YAML configuration file (see
“Deploying Apama applications with a YAML configuration file” on page 155). If a YAML
configuration file is used for this purpose, then Ant should not inject the EPL.

About deploying Apama applications with Docker

You can use Docker to deploy your Apama applications. See “Deploying Apama Applications
with Docker” on page 71 for detailed information.

About deploying Apama applications with Kubernetes

You can use Kubernetes for container orchestration, that is, for automating the deployment of
your Apama applications. See “Deploying Apama Applications with Kubernetes” on page 85 for
detailed information.

About Apama command line utilities

Apama provides a variety of command line tools for managing and monitoring Apama correlators.
For information and instructions on using these tools to monitor and manage correlators, see
“Correlator Utilities Reference” on page 115.

About deploying dashboards

Dashboard deployment and administration involves the following activities:

®m  Deployment package installation and configuration. See "Deploying Dashboards" in Building
and Using Apama Dashboards.

®  Data server and display server management. See "Managing the dashboard data server and
display server" in Building and Using Apama Dashboards.
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2 Overview of Deploying Apama Applications

®  Security administration. See "Administering Dashboard Security" in Building and Using Apama
Dashboards.

Before you perform these tasks, you should familiarize yourself with the deployment and
administration concepts described in "Dashboard Deployment Concepts" in Building and Using
Apama Dashboards.

Deployment options

Dashboards can be deployed as simple thin-client web pages or as files that can be loaded into a
locally-installed desktop application, the Dashboard Viewer. These deployment options are
described and compared in "Deployment options" in Building and Using Apama Dashboards.

Data server and display server

Scalability and security of dashboard deployment are supported by the use of the data server and
display server, which mediate dashboard access to running DataViews. The data server and display
server are introduced in "Data server and display server" in Building and Using Apama Dashboards.

Process architecture

Simple thin-client web-page dashboards communicate with the display server via servlets running
on your application server. Locally-deployed dashboards communicate directly with the data
server. The structure of deployed configurations is detailed in "Process architecture" in Building
and Using Apama Dashboards.

Builders and administrators

Dashboard deployment involves the use of a dashboard deployment package that was generated
by Apama's Dashboard Deployment Configuration Editor in Software AG Designer. In some cases,
the user that generated the deployment package is different from the user that installs and
configures the deployment and administers the data server. The information that must be
transferred between these two types of users is discussed in "Builders and administrators" in
Building and Using Apama Dashboards.

About tuning applications for performance

The performance of Apama applications can be enhanced by employing multiple correlators. For
information about strategies for deploying multiple correlators and the Apama tools available for
accomplishing this, see “Tuning Correlator Performance” on page 91. The section also contains
information about preserving a correlator's runtime state.

Setting up the environment using the Apama Command Prompt

Before you can run any of the Apama tools (such as engine_send or engine_inject) or any of the
Apama servers (such as the correlator or the Integration Adapter Framework which is also known
as the IAF) from a normal command prompt, you have to set up your environment correctly. This
includes setting the paths to the Apama installation directory, the Apama work directory, the
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location of the libraries, the Java location, and other environment variables. Apama provides a
batch file (Windows) or shell script (UNIX) for this purpose, which is called the “Apama Command
Prompt”.

On Windows, you invoke the Apama Command Prompt by choosing the following command
from the Start menu:

Software AG >Tools > Apama n.n > Apama Command Prompt n.n

Keep in mind that “Software AG” is the default group name that you can change during the
installation.

Alternatively, if you are already in a regular Windows command prompt, you can run the file
apama_env.bat which is located in the bin directory of your Apama installation.

On UNIX, you invoke the shell script from a Bash shell. Please note csh (C Shell) is not
supported. Use the following command from within your Apama installation directory:

source bin/apama_env
It is important that you use source because invoking apama_env directly will not work.

You can add the above command to your shell initialization script (which is .bashrc in the
case of the Bash shell). If you do so, every shell you use will be an Apama Command Prompt.

Running a single Apama command

Alternatively, you can just run a single Apama command on either Windows or UNIX by using
the apama_env script as a wrapper. This will not change the environment for your shell and you
have to use the apama_env wrapper each time you run a command. This is particularly useful if
you are invoking Apama commands from another program which has not had the environment
set up.

On Windows, you can see the syntax with:

apama_env.bat /?

To run a single Apama command, provide the command name and arguments after the file
name, for example:

apama_env.bat correlator --config myproject

On UNIX, you can see the syntax with:

apama_env --help

To run a single Apama command, provide the command name and arguments after the script
name, for example:

apama_env correlator --config myproject

16
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2 Overview of Deploying Apama Applications

Using an alternative CA bundle

You can use your own SSL certificate within the Apama Command Prompt. This will affect all
processes within the prompt. If you do not specify an alternative certificate file, the default Apama
SSL certificate is used.

To use your own SSL certificate, set the environment variable SSL_CERT_FILE to the file path of
your certificate before starting the Apama command prompt.

B On Windows, set the environment variable as follows:

set SSL_CERT_FILE=path-to-certificate-file

m  On UNIX set the environment variable as follows:

export SSL_CERT_FILE=path-to-certificate-file

If you explicitly wish to not use a CA bundle, set SSL_CERT_FILE=none.
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3 Deploying Apama Components with Command Central

Overview of deploying components with Command Central

Software AG Command Central is a tool that release managers, infrastructure engineers, system
administrators, and operators can use to perform administrative tasks from a single location.
Command Central can assist with the following configuration, management, and monitoring tasks:

® Infrastructure engineers can see at a glance which products and fixes are installed, and where.
Engineers can also easily compare installations to find discrepancies.

m  System administrators can configure environments using a single web Ul, command line tool,
or API so maintenance can be performed with a minimum effort of risk.

®m  Release managers can prepare and deploy changes to multiple servers using command-line
scripting for simpler, safer lifecycle management.

m  Operators can monitor server status and health, as well as start and stop servers from a single
location. They can also configure alerts to be sent to them in case of unplanned outages.

For Apama components, Command Central supports the following features:

® Installing Apama product and fixes using Command Central. For more information, see
Installing Apama.

m  Creating, deleting, starting, stopping, and configuring Apama component instances (correlator,
Integration Adapter Framework (IAF), dashboard data server, and dashboard display server
instances).

®  Monitoring whether component instances are started or stopped.

Getting started with Command Central

Ensure that you have installed both the Apama Server (PAMServer) and the Apama Platform
Manager Plug-in (PAMspm) on every machine on which you wish to start Apama components, and
have also installed the Command Central server on at least one machine. For more information,
see "Installing Apama using Command Central" in Installing Apama. For more information about
using Command Central, see Software AG Command Central Help.

Perform any required post installation tasks as described in the "Performing Post Installation
Configuration" section in Software AG Command Central Help.

The following topics provide information about creating and configuring instances in Command
Central:

m  “Creating and deleting instances using the Command Central web user interface” on page 22

m  “Creating and deleting instances using the Command Central command line interface” on
page 24

m  “Configuration types that Apama components support” on page 28

m “Lifecycle actions for Apama component instances” on page 46
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Using the Command Central web interface

You can use the Command Central web interface to install Apama product and fixes, create, delete,
and configure Apama component instances. For information about installing Apama product and
fixes using Command Central, see Installing Apama. To use the Command Central web interface:

1. Log on to the Command Central server. The default credentials are:
m  Username: Administrator (case-sensitive)
m  Password: manage
2. Inthe Installations tab, select the installation in which you want to create an instance.

3. Inthe Instances tab, create the instances for the Apama components.

Using the Command Central command line interface

To use the Command Central command line interface:

m  Optional. Define environment variables so that you can invoke Command Central and Platform
Manager commands from any location on the machine. To do so:

1. Set the cc_CLI_HOME environment variable to the following directory: Software AG_
directory\CommandCentral\client.

Examples:

m Windows: set CC_CLI_HOME=C:\SoftwareAG\CommandCentral\client

m UNIX: export CC_CLI_HOME="/opt/SoftwareAG/CommandCentral/client"
2. Add $CC_CLI_HOME/bin to the PATH environment variable.

Examples:

m Windows: set PATH=%PATH%;%CC_CLI_HOME%\bin

m  UNIX: export PATH="$PATH:$CC_CLI_HOME/bin"

m  Define the CC_USERNAME and CC_PASSWORD environment variables to a user name and password.
The default username is Administrator and password is manage.

Examples:

B Windows: set CC_USERNAME=Administrator
m  Windows: set CC_PASSWORD=manage

m  UNIX: export CC_USERNAME="Administrator"

m  UNIX: export CC_PASSWORD="manage"
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®  Open the command prompt. Change the directory to Software AG_directory\CommandCentral\
client\bin (you do not have to change the directory if you have defined the cc_cLI_HOME
environment variable). The bin folder contains all the executable files for the Command Central
commands.

®  Most tasks can be performed using the Command Central web interface or command line
interface. For more information about using the Command Central command line interface,
see Software AG Command Central Help.

The following examples illustrate how the Command Central command line interface can be
used to perform some of the most common operations for Apama component instances. These
examples assume that you have set the CC_PASSWORD environment variable and you are running
the command line tool on the machine where Command Central is installed, and configuring
the components to run on the Platform Manager node with the default node alias of local.

In the following example commands, <nodeAlias> is local.

runtimeComponentID is the ID of an instance in the format Apama-ComponentType-InstanceName,
where

m  ComponentType is one of the supported Apama components correlator, iaf, displayserver,
or dataserver.

B myCorrelator, myIAF, myDisplayServer, and myDataServer are the InstanceName when the instance
was created.

configurationTypeld is one of the supported configuration types. For more information on supported
configuration types, see “Configuration types that Apama components support” on page 28.

For information about all the options for the sagcc command, see Software AG Command Central
Help.

Administering Apama in Command Central

This section describes the details specific to Apama integration with Command Central. Apama
supports the following component types:

m  Correlator

m Integration Adapter Framework (IAF)
m  Dashboard display server

m  Dashboard data server

For more information about using Command Central, see Software AG Command Central Help.

Creating and deleting instances using the Command Central
web user interface

By default, the working directory of an instance is APAMA_HOME /command-central/
instances/ComponentType/instance_name. All the log files including stdout and stderr are located
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in the instance_name/logs folder. The environment variables $ {APAMA_WORK} and ${APAMA_HOME}
can be used inside extraArgs, iafConfigFile and log files, and this will be replaced with the
location of those directories.

To create an instance

1. Inthe Environments pane, select the environment in which you want to configure a product
instance.

2. Click the Installations tab.
3. Select the installation to create an instance. For example, Local.

4. Click the Instances tab.

5. Click * and select the Apama component.

6. Enter the instance properties and click Next.

7. Click Finish.

Click ' to view the instance under the Instances tab.
To delete an instance

1. Inthe Instances tab, select the instance and click .

2. C(Click Finish.

Configuring instances using the Command Central web user
interface

On the Configuration tab of an instance, you can add, edit, or delete items for a product instance
configuration type over Command Central.

To configure an instance

1. In the Environments pane, select the environment in which you want to configure a product
instance.

2. Select the Instances tab.
3. Click the name of the instance you want to configure.

4. Select the Configuration tab.
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5. From the list of available configuration types, select a configuration type.

Command Central displays the default or available values for the configuration data for the
selected instance.

6. Configure the selected instance as follows:

To Click
Add new data +
Edit data To edit an item for a configuration type, click on

the item that you want to update and click Edit.

Delete data —_

Test whether data is added or edited Test
successfully.

For example, you can test new
configuration data to perform a field-level
validation before you save the
configuration data.

7. Click Save to save the configuration data.

Creating and deleting instances using the Command Central
command line interface

By default, the working directory of an instance is APAMA_HOME /command-central/
instances/ComponentType/instance_name. All the log files including stdout and stderr are located
in the instance_name/logs folder. The environment variables $ {APAMA_WORK} and ${APAMA_HOME}
can be used inside extraArgs, iafConfigFile and log files, and this will be replaced with the
location of those directories.

For all configuration instances that use a properties file as input, the contents of these files are
interpreted using the rules of the standard Java Properties File Format, and therefore any
backslashes should be escaped (as \ \). In most cases, no special escaping should be performed
when editing the equivalent values in the web interface, except for the environment variables text
box which does need escaping of backslashes, as it contains the raw contents of a . properties file.

You can create and delete Apama component instances using the Command Central command
line interface as well.
Use the following command to create an instance of an Apama component:

sagcc create instances nodeAlias productId
[paraml=valuel param2=value2 ...]
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Where nodeAlias specifies the alias name of the installation in which to create the Apama component
instance, and productID is always PAMServer when administering Apama components.

For example:

sagcc create instances local PAMServer
instance.name=myCorrelator instance.type=correlator instance.port=15993

Where productID is PAMServer, and [paraml=valuel param2=value2 ...] is
instance.name=myCorrelator instance.type=correlator -instance.port=15993. Here, instance.type
indicates the Apama component type correlator, iaf, displayserver, or dataserver.

Use the following command to delete an instance of an Apama component:

sagcc delete instances nodeAlias runtimeComponentId

The runtimeComponentlID is the ID of an instance in the format Apama-ComponentType-InstanceName,
where:

m  ComponentType is one of the supported Apama components correlator, iaf, displayserver,
or dataserver.

B myCorrelator, myIAFmyDisplayServer, and myDataServer are the InstanceName when the instance
was created.

For example:

sagcc delete instances local Apama-correlator-myCorrelator

Where the runtimeComponentID is Apama-correlator-myCorrelator.

For more information on using the commands, see Software AG Command Central Help.

The following table lists the properties required to create and update an Apama component
instances. You do not have to specify any properties to delete an instance.

Component Required Properties

correlator instance.name
instance.type

instance.port

IAF instance.name
instance.type
instance.port

jafConfigFile

Dashboard display server instance.name

instance.type

Deploying and Managing Apama Applications 10.11.0 25



3 Deploying Apama Components with Command Central

Component Required Properties

Dashboard data server instance.name

instance.type

Examples when executing on Command Central

To create an instance of IAF with the name "myIAF" in the installation with alias "local". The
instance uses connection port 15993 and a configuration file with the name "iaf-config.xml":
sagcc create instances local PAMServer instance.name=myIAF

instance.type=iaf instance.port=15993 iafConfigFile=iaf-config.xml

To create an instance of display server with the name "myDisplayServer" in the installation
with alias "local". The instance uses connection port 3279 and management port 28889:

sagcc create instances local PAMServer instance.name=myDisplayServer
instance.type=displayserver dataPort=3279
managementPort=28889

To create an instance of data server with the name "myDataServer" in the installation with
alias "local". The instance uses data port 3278 and management port 28888:

sagcc create instances local PAMServer instance.name=myDataServer
instance.type=dataserver dataPort=3278
managementPort=28888

To delete an instance of correlator with runtime component ID "Apama-correlator-myCorrelator”
from the installation with alias "local":

sagcc delete instances local Apama-correlator-myCorrelator

To delete an instance of IAF with runtime component ID "Apama-iaf-myIAF" from the
installation with alias "local":

sagcc delete instances local Apama-iaf-myIAF

To delete an instance of display server with runtime component ID
"Apama-displayserver-myDisplayServer" from the installation with alias "local":
sagcc delete instances local

Apama-displayserver-myDisplayServer

To delete an instance of data server with runtime component ID
"Apama-dataserver-myDataServer" from the installation with alias "local":

sagcc delete instances local
Apama-dataserver-myDataServer

After an instance is created, the instance is referred to in the other commands by the component
identifier Apama-instance. type-instance. name.

26
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Configuring Apama components to use custom C++ plug-ins

For correlator and IAF components, the environment variables PATH and LD_LIBRARY_PATH will be
set as in a normal Apama command prompt. Any .d11 and . so files placed in the ${APAMA_WORK} /
Lib directory will be automatically included in the PATH and LD_LIBRARY_PATH variables for correlator
and IAF components.

For the correlator, the environment variables PATH and LD_LIBRARY_PATH will also include the 1ib/
directory of your deployed project. Therefore, if you are using the engine_deploy tool to deploy
a project that makes use of a custom C++ plug-in (connectivity plug-in or EPL plug-in), ensure
that the plug-in and its dependencies are in the 1ib/ directory of the project directory that is used
as the input to the engine_deploy tool.

For more information, see "Using plug-ins written in C++" in Developing Apama Applications and
"Deploying plug-in libraries" in Connecting Apama Applications to External Components.

Commands that Apama components support

You can use the following commands with Apama components:

Command For more information, see...

sagcc create instances For general information about the command, see
Software AG Command Central Help. For
component-specific information about using the
command, see “Creating and deleting instances
using the Command Central command line
interface” on page 24.

sagcc delete instances For general information about the command, see
Software AG Command Central Help.

sagcc update configuration data For general information about the command, see
Software AG Command Central Help.

sagcc update configuration license Applies to the correlator only. For general
information about the command, see Software AG
Command Central Help. For component-specific
information about using the command, see
“Configuration types that the Apama correlator
supports” on page 28.

sagcc create configuration data For general information about the command, see
Software AG Command Central Help. For
component-specific information about using this
command, see “Commands that Apama components
support” on page 27.
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Command For more information, see...

sagcc exec lifecycle For general information about the command, see
Software AG Command Central Help.

sagcc list diagnostics logs For general information about the command, see
Software AG Command Central Help. For
component-specific information about using this
command, see “Viewing log files” on page 54.

sagcc get diagnostics logs For general information about the command, see
Software AG Command Central Help. For
component-specific information about using this
command, see “Viewing log files” on page 54.

sagcc get monitoring runtimestate For general information about the command, see
Software AG Command Central Help. For
component-specific information about using this
command, see “Monitoring the KPIs for the
correlator” on page 48.

Configuration types that Apama components support

You can update the configuration type of an instance from the Command Central web interface
and command line interface. You can use various configuration types that Command Central
provides to configure Apama component instances. The configuration types include properties
that are used to create and update Apama component instances.

For information about how to update a configuration type using the command line interface, see
Software AG Command Central Help.

Configuration types that the Apama correlator supports

The following table lists the configuration types that are specific to the Apama correlator component:

Configuration Type Use to configure...

APAMA-ARGS Use to configure command line arguments that are not
represented by any other configuration type. For the correlator,
the following properties are available:

®  extraArgs. For more information, see “Extra arguments” on
page 38.

m  Logging properties. For more information, see “Component
logging” on page 40.

m Persistence properties. For more information, see “The
correlator persistence properties” on page 30.
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Configuration Type

Use to configure...

COMMON-PORTS

Use to configure ports for Apama component instances. The
available property for the correlator is port. For more
information, see “Component ports” on page 41.

COMMON-LICENSE

Use to set the license key file assigned to the license key alias
of the correlator run-time component. For more information,
see “The correlator license key” on page 31.

COMMON-LICLOC

This configuration type contains the location of the license key
file. After you set the license key file using the COMMON-LICENSE
configuration type, the license key file information is available
at APAMA_HOME /command-central/instances/correlator/
instancename/ApamaCorrelatorLicense.xml. This license key
location is stored in COMMON-LICLOC configuration type. This
configuration type is read-only. This configuration type is not
available in the web interface.

APAMA-ENVVAR

Use to define the environment variables. The defined variables
are set when you start the instances. You must define the
environment variables in the properties file. For more
information, see “Apama environment variables” on page 42.

APAMA-ENGINE-CONNECT

Use to connect a source correlator (the sender) to a target
correlator (the receiver). The target correlator will receive
events from the specified channels of the source correlator.
For more information, see “Correlator connections” on page 44.

APAMA-CORRELATOR-APP-MONITORING

Use to create, and monitor status and KPIs of an EPL
application. The configuration values are a comma separated
list of SUBCOMPONENT_ID strings. The SUMCOMPONENT_ID strings
represent the EPL application names. The EPL files are injected
into the correlator to publish the status and KPIs in Command
Central. For more information, see “Monitoring the KPIs for
EPL applications and connectivity plug-ins” on page 49.

APAMA-PROP-OVERRIDES

Use to override the properties that are set in correlator
configuration files such as YAML configuration and properties
files, JMS configuration files or distributed store configuration
files.

For more information on YAML configuration, see “Using
YAML configuration files” on page 139.

For more information on using properties files, see “Using
properties files” on page 146.

For more information on distributed store configuration files,
see "Configuration files for distributed stores" in Developing
Apama Applications.
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Configuration Type Use to configure...

For more information on JMS configuration files, see
"Configuration files for JMS" in Developing Apama Applications.

These properties will take precedence over any other correlator
configuration properties. For more information, see
“Overriding correlator configuration” on page 44.

The correlator persistence properties

You can configure persistence properties when you create a correlator instance or update the

correlator instance.

For more information on correlator persistence, see "Using Correlator Persistence" in Developing

Apama Applications.

The correlator component supports the following persistence properties:

Property

Description

enableCorrelatorPersistence

Optional. Enables or disables correlator persistence.
Valid values are:

®  true - enables correlator persistence.
® false - disables correlator persistence.

The value of this property is not case-sensitive. The
default value is false.

persi